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Abstract

BRAMS (Brazilian developments on the Regional Atmospheric Mod-
eling System) is a mesoscale model for weather predition. In the Cen-
ter of Weather Predition and Climate Studied (CPTEC), a division
of the National Institute for Space Research (INPE), BRAMS was
also adapted to be used as an environmental prediction model. The
CPTEC-INPE has employed the BRAMS as an operational tool to
provide the forecasting to the pollutant gases, including chemical reac-
tion, over the Brazilian region. Recently, an effort to apply the third
order Runge-Kutta (RK3) as a new dynamical core for the BRAMS
model version 5.2. In this paper, the development of the parallel ver-
sion of the RK3 is described. The new dynamical core for the BRAMS
is evaluated simulating events under strong rain-fall in different regions
of the Brazil.
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and environmental prediction.

1. Introduction

The CPTEC-INPE (Centro de Previso do Tempo e Estudos Climáticos
/ Instituto Nacional de Pesquisas Espaciais) is responsable to provide the
numerical weather and seasonal climate prediction to the Brazil. The Center
uses the BRAMS (Brazilian developments on Regional Atmospheric Mod-
eling System) as a limited area model on high resolution for environmental
prediction. Model forecasting is able to antecipate the field of meteorological
variables a period of time ahead. Precipitation is one of the most important
meteorological variables of the climate system and directly affects human
acivities.

Precipitation prediction provides important information for the popula-
tion. However, quantitative precipitation forecasting, especially on tropical
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and subtropical regions in summertime, is particularly challenging – includ-
ing over amazon region. with intense convective process

In a regional model, the temporal and spatial scales are reduced com-
pared with global circulation models. The models have difficulty in devel-
oping and organizing convection at the correct location and time [7]. The
characteristics of precipitation forecasts are often directly affected by the
assumptions used to develop the model parameterization schemes for con-
vection and other processes [11].

A permanent issue in NWP is to develop or evaluating methods for nu-
merical integration of the partial differential equations. A third (3rd) order
Runge-Kutta (RK3) scheme for time integration is applied to the BRAMS.
The goal of this paper is to do a comparison of two time integration meth-
ods: leapforg (LF) and RK3 (Hoffman, 1993). Both schemes are evaluated
during a strong convective process in a SACZ (South Atlantic Convergence
Zone) event (January 14-16, 2017). The parallel version for the RK3 was
implemented and evaluated using a cluster with 280-cores.

2. The BRAMS Model

The BRAMS model is a joint project of several Brazilian institutions
[3, 8], including the CPTEC-INPE, and was initially funded by FINEP2

– a Brazilian funding agency. BRAMS is based on the Regional Atmo-
spheric Modeling System (RAMS) [13], with several new functionalities and
parameterizations. BRAMS is a numerical model developed to simulate at-
mospheric circulations on many scales. It solves the time-split compressible
nonhydrostatic equations [2]. Physical parameterizations in BRAMS are ap-
propriate for simulating processes such as surface-air exchange, turbulence,
convection, radiation and cloud micro-physics [3]. The BRAMS model in-
cludes an ensemble version of a deep and shallow cumulus scheme based on
the mass flux approach (the GD scheme) [10].

2.1 Time integration procedures

The mathematical system representing the atmospheric dynamics can
be expressed as a non-linear mathematical equation:

∂φ(~r, t

∂t
+R(φ, t) = F (t) (1)

where φ(r, t) is a state vector, grouping the meteorological variables: T
temperature, (u, v, w) wind components, pressure p, density ρ, moisture
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q, and F (t) is a forcing term. The general operator R can be split in two
other operators: R(φ, t) = L(φ, t)+N(φ, t), expressing linear and non-linear
operators in our atmospheric model.

2.1.1 Time integration: Leapfrog

Models for the NWP are mathematical computer framework, where Eq.
(1) needs to be integrated by some numerical procedure. A famous scheme
for time integration is the Leapfrog (LF) method. The algorithm for the
method can be outlined as:

(a) φn ≡ φ(tn) (2)

(b) φn+1 = φn−1 + 2 ∆t [F (tn) −R(φn , tn)] . (3)

2.1.2 Time integration: Runge-Kutta 3rd order

The 3rd order Runge-Kutta approach is also famous method for time
integration. The algorithm can be summarized as following:

(a) φn ≡ φ(tn) (4)

(b) φn+1 = φn + (∆t/6) [k1 + 4k2 + k3] (5)

where:

(c) k1 = [F (tn) −R(φn , tn)]

(d) k2 = [F (tn + ∆t/2) −R(φn + ∆t k1/2 , tn + ∆t/2)]

(e) k3 = [F (tn + ∆t) −R(φn − ∆t k1 + 2∆t k2 , tn + ∆t)] .

2.2 Parallel version for the RK3 dynamical core

For the current BRAMS version, the parallel framework follows the Mes-
sage Passage Interface (MPI) standard. For the horizontal (2D) space vari-
ables, the domain decomposition approach is adopted as the parallel strat-
egy, where each sub-domain is addressed for different processor to carry out
an independent processing – there is no partition on vertical direction. Up
dated values need to be provided on the interface for each sub-domain. The
MPI procedures feed the up dated values for different sub-domains from a
zone around the sub-domain – the ghost zone.

For the time integration with LF, the ghost zone length has only one
computational cell linked to each cell in the sub-domain, sharing the storaged
values. For higher order time integration schemes, the size of the ghost zone
needs to be enhanced, changing the data structure in the computer code.
The ghost zones for Leapfrog (LF) and Runge-Kutta 3rd order (RK3) are
illustrated for four processors in Figure 1a and 1b, respectively. The parallel
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(a) (b)

Figure 1: Ghost zones for domain decomposition to the BRAMS, illustrated
with four processors: (a) LF, (b) RK3.

code adaptation for the RK3 implies to redifine the vectors/matrices, as well
as the loop limits.

3. Numerical Experiments

The BRAMS version 5.3 was used to simulate precipitation over South
America region – see Figure 2. The model was run for a forecast length of
48 h, at January 14th and 15th (2017), initialized at 12:00 UTC. The follow-
ing configuration was used: model grid with ∆x = ∆y = 20 km with 100 m
for the first vertical level. The vertical resolution varied telescopically with
higher resolution at the surface with a ratio of 1.1 up to a maximum vertical
grid cell of 950 m, and the top of the model at approximately 19 km – total
of 40 vertical levels. For initial and boundary conditions, CPTEC/INPE
Atmospheric General Circulation Model (AGCM) was used with T126L28
resolution.

The precipitation data is from the CPTEC/INPE, using a technique
called MERGE [9]. The authors combine data from the Tropical Rainfall
Measuring Mission (TRMM) satellite precipitation estimates [6] with rain
gauge observations over South America. Figure 2 shows the space domain
defined for the simulation.

Figure 3 displays results for time integration using RK3 with ∆t = 45 s
and ∆t = 60 s (3a and 3b, respectively). Figure 3c shows the precipitation
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Figure 2: Domain for the BRAMS 5.3 simulation – red region.

field with the LF scheme (∆t = 45 s) – simulation with ∆t = 60 s. can not
be performed, because the time discretization is out of stability zone for the
LF, i.e., the method is out of the CFL criteria. Finally, the precipitation
field measured by TRMM with MERGE correction is shown in Figure 3d.

The parallel performance for the RK3 was evaluated in a machine ranging
from 10 up to 280 processing cores. Table 1 presents the results in terms of
CPU-time and efficiency related to the number of cores used. We want to
pointed out two results: with 40-cores and 80-cores, presenting a very good
performance (superlinear) and a poorest performance, respectively. The
parallel version remains stable during all tests executed.

4. Final Remarks

Results for Runge-Kutta 3rd order (RK3) as a new dynamical core for the
BRAMS meteorological simulator was presented. BRAMS can be used for
regional numerical weather prediction and environmental forecasting. The
evaluation of new time integration method for the BRAMS was carried out
on two scenarios: simulating an event of strong convection regime placed on
the South Atlantic Convergence Zone (in Portuguese: Zona de Convergência
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Figure 3: BRAMS simulation for precipitation fields at January 15th (2017),
with: (a) RK3: ∆t = 60 s, (b) RK3: ∆t = 45 s, (c) LF: ∆t = 45 s,
(d) observation.
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Table 1: BRAMS parallel execution evaluation to the RK3.

Cores CPU-time (sec) efficiency

10 27080 —
20 15661 72,91%
40 7257 115,81%
80 6895 5,25%
120 4936 79,38%
160 4150 56,82%
200 3746 43,14%
240 3330 62,46%
280 3166 31,08%

do Atlântico Sul – ZCAS), and the perfomance on a parallel machine.
For comparison, the intense rainfall during the ZCAS event at January

14 (2017) was simulated using LeapFrog (LF) and Runge-Kutta 3rd order.
Both time integration methods are able to identify the zone of instability as-
sociated with SACZ, as well as a close zone with strong convective nuclei of
instability place at South from the SACZ. However, the RK3 method main-
tains the model stability with greater time discretization than LF scheme.
For the adopted space resolution, the RK3 with ∆t = 60 s has similar re-
sults as RK3 ∆t = 45 s, but BRAMS is unstable for LF with ∆t greater
than 45 s – for the space resolution employed. Therefore, the use of RK3
allows to perform a forecasting with a longer time discretization, reducing
the requested CPU time.

The performance of the parallel version for the RK3 presented good
results. As already mentioned, more investigation is necessary to explain
the performance with 40-cores (superlinear) and 80-cores (poor).
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