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Abstract: In this paper, we address the problem of periodic reference tracking and disturbance rejection under control saturation for linear parameter-varying – LPV systems robust to small period variations. The proposed controller is based on a modified resonant structure and a gain scheduling state-feedback, while saturation effects are mitigated through a scheduled anti-windup compensator. Control design is carried out by the solution of an optimization problem under matrix inequalities constraints that ensure closed-loop stability and performance. In addition, it is possible to determine admissible sets for both initial conditions and references/disturbances amplitudes for which tracking/rejection is guaranteed with a bounded steady-state tracking error. A numerical example illustrates the method.
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1. INTRODUCTION

Tracking and rejection of periodic signals is a research field of crescent interest to many engineering applications, e.g. mechanical load reduction in offshore platforms (Zhang et al., 2017) and active vehicle suspensions (Tseng and Hrovat, 2015). For problems where the signals of interest have precisely known and time-invariant frequencies, the internal model principle – IMP based controllers, such as resonant or repetitive control (Pereira et al., 2014; Hara et al., 1988), provide theoretical guarantees of perfect reference/disturbance tracking/rejection in steady-state. However, for applications where these frequencies are uncertain or time-varying, the standard IMP approaches exhibit degraded tracking performance (Steinbuch, 2002). A well established solution to this problem is the use of high-order repetitive controllers, where several delay elements are combined to enlarge the high-gain region around the nominal frequency (Steinbuch, 2002). However, the use of additional delay elements may lead to stability and robustness problems (Li and Ye, 2018). Other alternative is the modified resonant structure proposed in Flores et al. (2016), where a notch filter is employed in series with a resonant controller to enlarge the high-gain region around the nominal resonance peaks.

Furthermore, there are several applications where the plant is not only subject to frequency variations in the references/disturbances, but it also varies with time. Depending on the system structure, these plants can be modeled as linear parameter varying (LPV) systems (Hoffmann and Werner, 2015). This particular structure can be employed to model nonlinear plants in the so called quasi-LPV approach (Rugh and Shamma, 2000), by converting the system’s nonlinearities to a linear parameter-dependent structure valid in a certain region of the state-space. Example of plants that can be modeled as LPV/quasi-LPV problems may range from mechanical load reduction in wind turbines (Castro et al., 2017) to state estimation in vehicles (Kiang et al., 2018).

On the other hand, almost every actuator has intrinsic limitations which leads to the problem of control saturation (Tarbouriech et al., 2011). In this context, restrictions on the allowable control signal can significantly deteriorate transient performance, in the phenomenon of windup (Tarbouriech and Turner, 2009), or even lead the closed-loop system to instability. In terms of steady-state tracking performance, saturation imposes constraints on the amplitude of references/disturbances signals and initial conditions for which the tracking/rejection is guaranteed (Flores et al., 2009). Regarding IMP based controllers able to deal with tracking/rejection of periodic signals taking into account small frequency variation and input saturation we can cite (Ramos and Costa-Castelló, 2013) and (Flores and Flores, 2018).

In this work, we propose a solution for the tracking/rejection problem of LPV multiple-input multiple-output (MIMO) systems subject to input saturation and periodic references/disturbances with time-varying or uncertain frequencies. A scheduled static anti-windup compensator is added to the modified resonant state-space formulation presented in Flores et al. (2016) and a gain-
scheduling feedback of the plant and controller states is considered to stabilize the closed-loop system. Conditions in a quasi-linear matrix inequality (LMI) form are derived to ensure closed-loop stability and performance. An optimization problem aiming to maximize the set of admissible initial states or the allowable reference/disturbance amplitudes is also provided. A numerical example illustrates the proposed method.

**Notation:** The transpose of A is represented by $A'$. The i-th component of a vector $x$ is denoted by $x_i$, $A(i)$ represents the i-th row of a matrix $A \in \mathbb{R}^{n \times m}$. $\text{diag}(A_1, A_2)$ is a block diagonal matrix obtained from $A_1$ and $A_2$, $0_{n \times m}$ is the $n \times m$ null matrix. * represents symmetric block elements in a matrix, while $H(eAW) = AW + W'A$. Co() denotes a convex hull. $I$ is the identity matrix with appropriate dimensions.

2. PRELIMINARIES

2.1 Open Loop System

Consider the following LPV continuous-time system

$$\begin{align*}
\dot{x}(t) &= A(\sigma(t))x(t) + B\text{sat}_u(u(t)) + Bd(t), \\
y(t) &= C(\sigma(t))x(t), \\
e(t) &= r(t) - y(t),
\end{align*}$$

where $x(t) \in \mathbb{R}^n$ is the state vector, $u(t) \in \mathbb{R}^m$ is the plant input, $y(t) \in \mathbb{R}^p$ is the plant output, $d(t) \in \mathbb{R}^r$ represents a disturbance, $r(t) \in \mathbb{R}^p$ is a reference vector and $e(t) \in \mathbb{R}^p$ is the tracking error.

The saturation nonlinearity presented in (1) is described by

$$\text{sat}_u(u_i(t)) \triangleq \text{sgn}(u_i(t)) \min(|u_i(t)|, u_{0i}),$$

for $i = 1, \ldots, m$, where $u_{0i}$ is the i-th input saturation limit and $u_{0i}$ is the i-th plant input.

The vector of $N$ time-varying parameters is represented by

$$\sigma(t) = [\sigma_1(t) \ \sigma_2(t) \ \cdots \ \sigma_N(t)],$$

where every component of $\sigma(t)$ is assumed to be measurable and limited in amplitude such that

$$\underline{\sigma}_j \leq \sigma_j(t) \leq \overline{\sigma}_j, \ j = 1, \ldots, N.$$ (2)

It is also considered that $|\dot{\sigma}_j(t)| < \infty \ \forall t$. Then, we can adopt a polytopic description for $\sigma(t)$ such that

$$\sigma(t) \in B = \text{Co}\{v_1, v_2, \ldots, v_{2^N}\},$$ (3)

i.e.,

$$\sigma(t) = \sum_{g=1}^{2^N} \mu_g(t)v_g, \ \sum_{g=1}^{2^N} \mu_g(t) = 1, \ 0 \leq \mu_g(t) \leq 1$$

(4)

where $v_g, g = 1, \ldots, 2^N$ are vertices derived from (2).

Each element of vectors $r(t)$ and $d(t)$ are assumed to be periodic with uncertain/time-varying fundamental frequencies given by

$$\omega_k(t) = [1 + \delta_{r_k}(t)]\omega_{br}, \ |\delta_{r_k}(t)| \leq \delta_{r_k}, \ \omega_d(t) = [1 + \delta_{d_k}(t)]\omega_{bd}, \ |\delta_{d_k}(t)| \leq \delta_{d_k}$$

denote the maximum percent deviation around $\omega_{br}$ and $\omega_{bd}$, respectively.

2.2 Controller Description

Consider the modified resonant controller approach presented in Flores et al. (2016), referred as notch-resonant controller – NRC. In this reference, the control structure is composed of the cascade connection between a notch filter and a resonant structure, enlarging the high-gain region around the nominal frequency and maintaining the -40 dB/dec roll-off from the original resonant controller. Hence, in order to compensate $M$ desired frequencies, the NRC structure is given by

$$G_{mn}(s) = \prod_{k=1}^{M} \left( \frac{s^2 + 2\zeta_k\omega_k s + \omega_k^2}{s^2 + 2\zeta_k\omega_k s + \omega_k^2} \right)$$

(5)

with $\zeta_b < \zeta_k < 1$. A study regarding the effects of different values for $\zeta_b$ and $\zeta_k$ is presented in Flores et al. (2016), where the maximum “enlargement” of the high-gain region is obtained for $\zeta_b = 0.01$ and $\zeta_k = 0.99$.

Controller (5) can be represented in state-space form as an augmented state representation of the resonant controller and the notch filter. The notch filter representation is given by

$$\begin{align*}
\dot{x}_{nk}(t) &= A_{nk}x_{nk}(t) + B_{nr}e_{c}(t) \\
y_{nk}(t) &= C_{nk}x_{nk}(t) + D_{nr}e_{c}(t)
\end{align*}$$

(6)

where $x_{nk}(t) \in \mathbb{R}^2$ is the notch filter’s state vector, $e_{c}(t) = r(t) - y_{c}(t), \ \varepsilon = 1, \ldots, p$ is the $\varepsilon$-th error channel and

$$\begin{align*}
A_{nk} &= \begin{bmatrix} 0 & \omega_k \\ -\omega_k & -2\omega_k \end{bmatrix}, & B_{n} &= \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \ C_{n} &= \left[ \begin{array}{c} \omega_k \\ 0 \end{array} \right].
\end{align*}$$

The resonant controller in series with the filter is represented by

$$\begin{align*}
\dot{x}_{rk}(t) &= A_{rk}x_{rk}(t) + B_{r}y_{nk}(t) \\
y_{rk}(t) &= C_{rk}x_{rk}(t)
\end{align*}$$

(7)

with

$$A_{rk} = \begin{bmatrix} A_{r} & B_{r}C_{n} \\ 0_{2 \times 2} & A_{n} \end{bmatrix}, \ B = \begin{bmatrix} B & D_{n} \\ 0_{n \times 2} & B_{n} \end{bmatrix}.$$ (8)

Based on (6) and (7), the augmented state vector $x_k(t) = [x_{rk}(t) \ x_{nk}(t)]' \in \mathbb{R}^4$ results in

$$\begin{align*}
\dot{x}_k(t) &= A_{k}x_k(t) + \dot{B}e_{c}(t) \\
y_k(t) &= x_k(t)
\end{align*}$$

(9)

with

$$A_{k} = \begin{bmatrix} A_{rk} & B_{r}C_{n} \\ 0_{2 \times 2} & A_{nk} \end{bmatrix}.$$ (10)

Finally, a parallel interconnection of $M$ NRCs, each tuned for a frequency $\omega_k, \ k = 1, \ldots, M$ is given by

$$\begin{align*}
\dot{x}_{mn}(t) &= A_{mn}x_{mn}(t) + B_{mn}e_{c}(t) \\
A_{mn} &= \text{diag}\{A_1, \ldots, A_M\} \text{ and } B_{mn} = [B' \ \cdots \ B']'.
\end{align*}$$

Note that the MIMO nature of (1) must be taken into account; hence, to verify the IMP, the controller (9) must be inserted on each output error channel, which leads to

$$\begin{align*}
\dot{x}_c(t) &= A_{c}x_c(t) + B_{c}e_{c}(t) \\
x_c(t) &\in \mathbb{R}^{2p}, \ \nu_{c} = 4Mp,
\end{align*}$$

where $A_c = \text{diag}\{A_{mn}, \ldots, A_{mn}\}$, $B_c = \text{diag}\{B_{mn}, \ldots, B_{mn}\}$.

At a given frequency $\omega_k$, it is also assumed that there is no zero-pole cancellation between the controller and plant $\forall \sigma(t) \in B$, $t \geq 0$, otherwise the mode corresponding to $\omega_k$ should be inserted multiple times until no cancellation occurs.

1 LMs provided that some scalar parameters are fixed.
2.3 Closed-Loop Formulation

To mitigate the loss of transient performance caused by the control saturation and also to add another degree of freedom to the design problem, an scheduled anti-windup compensator is added to the controller dynamics (10) as follows

\[ \dot{x}_c(t) = A_c x_c(t) + B_c e(t) - B_c E_c(\sigma(t)) \psi_{w_0}(u(t)), \] (11)

where \( E_c(\sigma(t)) \) is the anti-windup gain to be determined and \( \psi_{w_0}(u(t)) \) is a dead-zone nonlinearity given by

\[ \psi_{w_0}(u(t)) = u(t) - s a t u a(t)(u(t)). \]

To stabilize the closed-loop system, consider a scheduling state feedback control law defined as

\[ u(t) = F_c(\sigma(t)) x(t) + F_c(\sigma(t)) z(t), \] (12)

with \( z(t) \) being the augmented state vector \( z(t) = [x(t)\; x_c(t)]' \in \mathbb{R}^{(n+nc)} \) and \( F(\sigma(t)) = [F_c(\sigma(t)) \; F_e(\sigma(t))] \). The complete closed-loop structure is shown in Fig. 1.

**Figure 1. Closed-loop system scheme.**

Combining (1), (11) and (12) results in the following closed-loop dynamics

\[ \dot{z}(t) = [A_\sigma(\sigma(t)) + B_a F(\sigma(t)) z(t) - (B_a + V E_c(\sigma(t))) \psi_{w_0}(u(t)) + B_d q(t), \] (13)

where \( q(t) = [r(t)\; d(t)]' \) is the vector of exogenous signals and

\[ A_\sigma(\sigma(t)) =\begin{bmatrix} A(\sigma(t)) & 0_{n\times n_c} \\ -B_a C(\sigma(t)) & A_c \end{bmatrix}, \quad B_a =\begin{bmatrix} B \\ 0_{n_c\times m} \end{bmatrix}, \quad B_d =\begin{bmatrix} 0_{n_p\times m} \\ B_c \end{bmatrix}, \quad V =\begin{bmatrix} 0_{n\times n_p} \\ B_c \end{bmatrix}. \]

Considering now a linear dependence of \( A_\sigma(\sigma(t)), F(\sigma(t)) \) and \( E_c(\sigma(t)) \) with \( \sigma(t) \), then, from (4), it follows that

\[ A_\sigma(\sigma(t)) = \sum_{g=1}^{2^N} \mu_g(t) A_g, \quad F(\sigma(t)) = \sum_{g=1}^{2^N} \mu_g(t) F_g, \]
\[ E_c(\sigma(t)) = \sum_{g=1}^{2^N} \mu_g(t) E_{cg} \] (14)

with \( A_g, F_g \) and \( E_{cg} \) being matrices \( A_\sigma(\sigma(t)), F(\sigma(t)) \) and \( E_c(\sigma(t)) \) evaluated at each vertex \( v_g \) of \( B \), i.e. \( A_g = A_\sigma(v_g), F_g = F(v_g) \) and \( E_{cg} = E_c(v_g) \).

3. CONTROLLER AND ANTI-WINDUP DESIGN

3.1 Problem Statement

Tracking and rejection of periodic signals for input saturating linear systems is challenging since the closed-loop system (13) exhibits equilibrium trajectories instead of equilibrium points. In addition, the maximum values of reference/disturbances must be admissible, i.e., the saturation limits should not be violated in steady-state. To address these issues, it is proposed an ultimate boundedness framework based on the following sets (Flores et al., 2009): a set of initial conditions \( Z_0 \); a set of admissible references/disturbances signals \( Q_0 \) and a positively invariant terminal set \( J_0 \subset Z_0 \) included in the closed-loop linear region \( S(F, u_0) \triangleq \{ z \in \mathbb{R}^{n+nc}; |Fz| \leq u_0 \} \). Hence, since inside \( J_0 \) the closed-loop system is linear, then the tracking/rejection is ultimately guaranteed by the IMP.

Regarding the LPV problem, the plant varying structure includes another level of complexity because stability and performance must be ensured \( \forall \sigma(t) \in B \). In this case, a possible solution is to include the set \( J_0 \) in the intersection of the linearity regions given by gains \( F_g, g = 1, \ldots, 2^N \), i.e., \( J_0 \subset \bigcap_{g=1}^{2^N} S(F_g, u_0) \). Then, it follows that in this set the closed-loop system is linear (no saturation occurs) for all \( F(\sigma(t)) \), such that \( \sigma(t) \in B \).

In this framework, we stated the following problem:

**Problem 1.** Compute scheduled gains \( F(\sigma(t)) \) and \( E_c(\sigma(t)) \) such that, \( \forall \sigma(t) \in B, \forall z(0) \in Z_0 \) and \( \forall q(t) \in Q_0 \), the corresponding trajectories of (13) are uniformly ultimately bounded to the set \( J_0 \subset \bigcap_{g=1}^{2^N} S(F_g, u_0) \).

As in (Flores et al., 2009), these sets are assumed to be ellipsoids defined as:

\[ Z_0 = \Omega(P, 1) = \{ z \in \mathbb{R}^{n+nc}; z' P z \leq 1 \}, \quad P = P^T > 0, \]
\[ J_0 = \Omega(\eta P, 1) = \{ z \in \mathbb{R}^{n+nc}; z' \eta P z \leq 1 \}, \quad \eta > 1, \]
\[ Q_0 = \Omega(R, 1) = \{ q \in \mathbb{R}^{n+nc}; q' R q \leq 1 \}, \quad R = R^T > 0. \]

Note that \( J_0 \) is a scaled version of \( Z_0 \) with \( \eta \) being the scaling factor to be determined.

Regarding Problem 1, the following optimization sub-problems can thus be considered: i) maximization of \( Z_0 \) for a given \( Q_0 \); ii) maximization of \( Q_0 \) for a given \( Z_0 \); iii) joint maximization of \( Z_0 \) and \( Q_0 \).

3.2 Stability Conditions

The following lemma establish a modified sector condition for the dead-zone nonlinearity and the scheduled gain \( F(\sigma(t)) \):

**Lemma 2.** Consider a matrix \( G(\sigma(t)) \in \mathbb{R}^{m \times n+nc} \). If \( z(t) \) is such that

\[ S(F, G, u_0) = \left\{ z \in \mathbb{R}^{n+nc}; \| (F - G) \|_z z \leq u_{0,0} \right\} \] (15)

for \( i = 1, \ldots, m \), then

\[ \psi_{w_0}(F(\sigma(t))) z(t) T(\psi_{w_0}(u(t)) + G(\sigma(t)) z(t)) \leq 0. \] (16)

is satisfied for any diagonal positive definite matrix \( T \in \mathbb{R}^{m \times n} \).

The solution of Problem 1 can therefore be addressed by the following theorem:

**Theorem 3.** If there are symmetric positive-definite matrices \( W \in \mathbb{R}^{(n+nc) \times (n+nc)} \) and \( R \in \mathbb{R}^{(p+1) \times (p+1)} \), matrices
for all $g = 1, 2, \ldots, 2^N$, with $Γ = He \{A_gW + B_gY_g\} + \tilde{λ}W$, $\tilde{λ} = (−1 + 3η)$, then the control law (12) with gains $F_0 = Y_0W^{−1}$ and $E_{g_0} = M_gL^{−1}$ ensure $∀q(t) ∈ Ω(P, 1)$, since all trajectories of (13) starting in $Ω(P, 1)$ converge to $Ω(ηP, 1)$, and it is verified. In this case,

\[
\mathcal{M} = \begin{bmatrix}
\tilde{Γ} - B_AL - VM(\sigma(t)) + X(\sigma(t))'PB_q + 2L & * \\
0 & -λR
\end{bmatrix}
\]

with $Γ = He \{A_g(\sigma(t))W + B_gY(\sigma(t))\} + λW$, such that $\mathcal{M} < 0$ also implies (21). Through convexity arguments, if (17) is verified for all matrices $A_{g,s}, Y_g, M_g$ and $X_g$, $g = 1, \ldots, 2^N$, then $\mathcal{M} < 0$ for all $\sigma(t) ∈ Ω(P, 1)$. 

Note also that (17) implies $\tilde{V}(z(t)) ≤ −\tilde{λ}\tilde{V}(z(t)) < 0$, $∀z(t) ∈ Ω(P, 1) ⊂ S(F(\sigma(t)), G(\sigma(t)), u_{0})$, and $∀z(t) ∈ Ω(ηP, 1)$ and $∀q(t) ∈ Ω(R, 1)$. As a consequence, it follows that $\tilde{V}(z(t)) ≤ e^{−λt}\tilde{V}(z(0))$, $∀z(0) ∈ Ω(P, 1) \setminus Ω(ηP, 1)$. Since the terminal set $Ω(ηP, 1)$ is a contracted version of $Ω(P, 1)$, there exists a $t = t_1$ such that $\tilde{V}(z(t_1)) = 1/η$, i.e., $z(t_1) ∈ Ω(ηP, 1)$. Besides, since $\tilde{V}(z(t)) < 0$ holds at the boundary of $Ω(ηP, 1)$, it follows that all closed-loop trajectories enter $Ω(ηP, 1)$ and remains confined in it $∀t ≥ t_1$.

Constraint (18) ensure that $Ω(P, 1) ⊂ \bigcap_{g=1}^{2^N} S(F_g - G_g, u_0)$ and consequently that (16) is verified for all $z(t) ∈ Ω(P, 1)$ (Tarbouriech et al., 2011). In the same way, (19) ensure that $Ω(ηP, 1) ⊂ \bigcap_{g=1}^{2^N} S(F_g, u_0)$, i.e., inside this set no saturation occurs and the closed-loop system is linear.

Based on Theorem 3, an optimization problem is proposed to obtain the gains $F_g, E_{g_0}$ and to maximize the sets $Ω(P, 1)$ and/or $Ω(R, 1)$ (Flores et al., 2009):

\[
\text{OP: min}\{(1−κ)γ + κυ\}
\]

subject to

\[
\begin{bmatrix}
γ \\
λ
\end{bmatrix} \leq \begin{bmatrix}
\xi_0 \\
W
\end{bmatrix}, \quad \begin{bmatrix}
\xi_0 \\
W
\end{bmatrix} \leq \begin{bmatrix}
0 \\
0
\end{bmatrix}
\]

Conditions (17), (18), (19).

The sizes of $Ω(P, 1)$ and $Ω(R, 1)$ can be evaluated with respect to polyhedral shape sets $\mathcal{X}_R = \{x_1, x_2, \ldots, x_P\}$ and $\mathcal{D}_R = \{d_1, d_2, \ldots, d_D\}$, where the vertices $x_o ∈ \mathcal{R}^{n+m}$, $d_e ∈ \mathcal{R}^{p+1}$, $e = 1, \ldots, s$, correspond to directions in which the sets should be maximized and are known a priori. Considering $α = \frac{γ}{λ}$ and $β = \frac{γ}{λ}$, then the minimization of $γ$ or $ν$ implies in the maximization of $αβR ⊂ Ω(P, 1)$ or $βD_R ⊂ Ω(R, 1)$ (Tarbouriech et al., 2011). Note that all optimization sub-problems stated in the end of section 3.1 can be addressed by the solution of OP with an appropriate choice of $κ$ of $[0, 1]$.

Due to terms $λ(−1 + 3η)W$ in (17) and $ηW$ in (19), these conditions are LMIIs provided that parameters $λ$ and $η$ are fixed a priori. In this case, a suboptimal solution of OP can be obtained through a grid search in these variables. Finally, restriction $\lambda ≥ λ$ imposes a minimum exponential decay rate for the closed-loop trajectories inside $Ω(P, 1) \setminus Ω(ηP, 1)$, therefore acting as a free parameter directly related to closed-loop transient performance.
4. NUMERICAL EXAMPLES

Consider the following MIMO system, adapted from (Flores et al., 2012):

$$A(\sigma(t)) = \begin{bmatrix} 0 & 10 & 0 & 1 \\ -100 & -30 & -\sigma_1(t) & 0 \\ 0 & 0 & -37 & 1 \\ 0 & 0 & 0 & -19 + \sigma_2(t) \end{bmatrix}$$

$$B = \begin{bmatrix} 0 & -51 \\ 17 & 0 \\ 0 & -1 \\ -1 & 1 \end{bmatrix}, 
B_d = \begin{bmatrix} -1 & 7 \\ -1 & 11 \\ 3 & 23 \\ 1 & 0 \end{bmatrix}, 
u_0 = \begin{bmatrix} 10 \end{bmatrix}$$

$$C(\sigma(t)) = \begin{bmatrix} 10 & 0 & -\sigma_1(t) \\ 20 & 0 & 0 \\ 0 & 5 & -\sigma_2(t) \\ 10 + \frac{5}{3} & 0 \end{bmatrix}, 
\sigma_1(t) \in [0, 25], 
\sigma_2(t) \in [0, 17].$$

The objective is to track sinusoidal references with nominal frequencies $\omega_{yr} = \frac{2\pi}{\sqrt{2}} \text{rad/s}$ and reject sinusoidal disturbances with $\omega_{yd} = \frac{0.4\sqrt{5}\pi}{\sqrt{2}} \text{rad/s}$. Controller matrices $A_c$ and $B_c$ were constructed as in (10) such that a modified resonant controller is introduced at each frequency, with $\omega_1 = 2\pi \text{rad/s}$, $\omega_2 = \sqrt{2}\pi \text{rad/s}$, $\omega_3 = 0.4\sqrt{5}\pi \text{rad/s}$, $\zeta_1 = 0.01$ and $\zeta_2 = 0.99$.

The optimization problem OP is set to maximize $P (\kappa = 0)$ in the direction $x_1 = [1 \ 1 \ 1 \ 0]_x \eta_1$, assuming $d_1 R \eta_1 \leq 1$ with $d_1 = [1 \ 0.5 \ 0.5 \ 0.25]$. In addition, a transient performance constraint was imposed such that $\lambda = 4$.

In order to evaluate the proposed method in terms of $\Omega(P, 1)$ size we considered three scenarios: i) scheduled state-feedback and anti-windup gains; ii) state-feedback and anti-windup gains without scheduling ($Y_g = Y$, $M_g = M$ and $X_g = X$ in conditions (17)-(19)); iii) scheduled state-feedback without anti-windup compensation ($M_g = 0$ in conditions (17)-(19)). In case i), the optimal solution of OP is obtained for $\eta = 2333.9605$ and $\lambda = 5.7135 \times 10^{-4}$, resulting in $\alpha = 31.5445$. Solving OP for the second and third cases results in $\alpha = 9.5045$ ($\eta = 711.7099$ and $\lambda = 1.8624 \times 10^{-3}$) and $\alpha = 3.2762$ ($\eta = 1.0239$ and $\lambda = 1.9307$), respectively. Comparing cases i) and ii), it can be seen that the introduction of scheduled gains reduces the synthesis conditions conservativeness, resulting in an $\alpha$ more than three times greater when compared to the one obtained without scheduling. From cases i) and iii), it is clear that the degrees of freedom derived from the introduction of the anti-windup compensator are of paramount importance, increasing the optimal value of $\alpha$, which is the maximum possible enlargement of $\Omega(P, 1)$ in the directions $X_g$, in almost ten times.

Figure 2 illustrate the output and control signals for case i) with $z(0) = 31.5469x_1$ (such that $z(0)^TPz(0) = 1$) and scheduling parameters $\sigma_1(t)$ and $\sigma_2(t)$ depicted in Fig. 3. References are sinusoidal waves with amplitude $r_{\sigma \max} = [1 \ 0.5]'$ and a deviation of +25% around $\omega_{yr}$, while disturbances are also sinusoidal signals with the same frequency deviation around $\omega_{yd}$, amplitudes of $d_{\sigma \max} = [0.5 \ 0.25]'$ and acting at $t = 3s$. Note that $d_{\max} = [r_{\sigma \max}' \ d_{\sigma \max}]' = d_1$ such that $q_{\max} R^d_{\max} \leq 1$. From these figures it is clear that reference tracking and disturbance rejection is achieved even under the occurrence of saturation in both control inputs.

The ultimate boundedness approach proposed in section 3.1 can be verified by the evolution of $z(t)/Pz(t)$ presented in Fig. 4. Note that after $t = 1.2s$ the product $z(t)/Pz(t)$ is less than $1/\eta$, i.e. $z(t) \in \Omega(\eta P, 1)/\nu t > 1.2s$.

![Figure 2. Closed-loop simulation.](image1)

![Figure 3. Time-varying parameter $\sigma(t)$.](image2)

To illustrate the NRC robustness with respect to frequency variations, the proposed procedure was applied to the standard resonant controller under the same requirements considered in case i). In Fig. 5 is shown the absolute percent tracking error for each reference channel, where one can notice that after 3s the RC error is under 30% and the NRC error is below 12%.

5. CONCLUSION

In this paper we addressed the problem of tracking/rejection for LPV MIMO systems subject to input saturation and reference/disturbance frequency variation. Through the state space formulation of the modified resonant controller, the control signal was rewritten in the form of a gain.


